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Abstract

In the last decade, linguists have become increasingly interested in corpus material, which allows for a fresh 
approach to the phenomena that have already been extensively described in academic works. The dual nature 
of the co-occurrence phenomenon itself lies, on one hand, in its linguistic component and, on the other, in the 
probabilistic (combinatorial) characteristics. The former has been described in numerous papers and explicitly 
defined in dictionaries, while the latter can be identified by a statistical approach. The present paper focuses on 
the process of building a gold standard that will include data from Russian dictionaries and corpora. The stand-
ard is being prepared for a Russian Collocations Database that already includes information on words’ coll-
ocability and was extracted from text corpora by statistical measures and linguistic filters. The gold standard 
will be also used for the evaluation of the extracted collocations and for marking them as “true” collocations 
with references to the dictionaries.
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1	 Introduction

The study of a language assumes a large amount of data about word usage, and about their joint 
occurrence. The competence of a native speaker involves not only knowing numerous meanings of 
different words of the language, but also understanding which words, if connected, can form a single 
semantic unit. One can speak about a general population, which would cover absolutely all the ex-
amples available in a language. However, it is not possible to collect such a population for objective 
reasons. Nevertheless, information on collocability can be obtained from already created resources. 
Information on lexical and syntactic co-occurrence of various words can usually be found in diction-
aries (explanatory, specialized, etc.), and, although less often, in grammar books. Large text corpora 
that have been actively appearing recently also can be seen as a source of such data. But they cannot 
serve a priori as a source of the relevant material without an appropriate “superstructure”, as they 
contain typos, occasionalisms, errors and repetitions of the same fragments (such problems often 
arise when the data is automatically collected). As such, information on collocability that is automati-
cally obtained on the basis of text corpora should be accompanied by some evaluation, allowing them 
it to be verified. It should be noted that there is no unified source of information on collocability that 
researchers can consult. Despite some criticisms, it should also be noted that dictionaries and other 
lexicographical resources are the most valuable sources of information on the collocability that must 
be used when preparing a gold standard. Therefore, the project is aimed at solving the following two 
tasks: 1) creating a single resource of “reference” (verified) data; 2) the representation of “reference” 
data on the basis of the text corpora, i.e., real language sets. Here we mean a kind of a “gold standard” 
of collocability, or a reference list containing as much information as possible about the word com-
binations and collocations for the Russian language. By a gold standard we understand a collection 
of collocations extracted from explanatory and specialized Russian dictionaries with some statistical 
evaluation measured on corpus data. The present paper describes an ongoing project and is structured 
as follows. The Introduction presents the basic idea of the research. Section 2 describes the related 
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projects and provides an overview of the topic. Section 3 discusses the main ideas underlying the gold 
standard and gives an example of its part. The last section concludes the paper and proposes plans for 
future work.

2	 Related Work

Over the last decade, linguistics has been less focused on prescriptive tools, giving scholars more 
opportunities to draw their own conclusions based on the analysis of examples. Besides, the work of 
a lexicographer is believed to possess an inevitable element of subjectivity that influences the words 
and word combinations selected for the dictionary, as well as the way and order in which they are 
grouped into dictionary entries. It is not uncommon for a dictionary to become outdated in the time 
period between the start of its compilation and its publication date. It should also be mentioned that 
there is no single concept for data presentation in various explanatory dictionaries. For instance, the 
Russian noun “nadezhda” ‘hope’ has only the following standard collocations listed in the dictionar-
ies (Kuznetsov 1998; Dictionary of the Russian Language 1981-1984): “vozlagat nadezhdu” ‘to pin 
hopes’, “pitat nadezhdu” ‘to nourish hopes’, “podayot nadezhdu” ‘to give hope’ and “l’stit sebya na-
dezhdoy” ‘to flatter oneself with a hope’. These examples, however, do not include other collocations, 
which are also characteristic of this lexeme (for instance, “opravdyvat nadezhdy” ‘to justify hopes’ or 
“vselyat nadezhdu” ‘to inspire a hope’). Therefore, the presence of such a non-uniform representation 
of collocational preferences of lexical units indicates that there is a need for a single resource that 
would absorb information from different sources. 

There are a number of online systems developed for the Russian language, which provide informa-
tion on collocations. Among these, we can name such resources as the Lexicograph database, the 
FrameBank database of collocations (Lyashevskaya 2010) which includes descriptions of valency 
frames for verbs and constructions, and the “Collocations, Colligations, Constructions” database 
(Kopotev et al. 2015), providing information about collocations on the basis of the Russian National 
Corpus (RNC) and the ruWac corpus. One can name dictionaries created on the basis of RNC as 
a source of lexicographic data. The RNC provides a range of instruments (n-gram search with sta-
tistical analysis, lists of established words and set expressions, lexical graphs), and has also served 
as a basis for compiling dictionaries. There is the Dictionary of Verbal Collocations for Abstract 
Nouns of the Russian Language (Biryuk, Gusev, & Kalinina 2008). It lists more than 1,000 collo-
cations based on the following models: 1) noun + verb; 2) verb + noun; 3) verb + adjective + noun. 
We should also note the Dictionary of Russian Idioms: Combinations of Words with the Meaning of 
High Degree (Kustova 2008). Their differences from the proposed resource include the following: 
these dictionaries provide information on co-occurrence for a limited set of key words (for instance, 
only for verbs); they also offer an interface that is non-intuitive for a general user. Another unique 
lexicographic project is the Active Dictionary of the Russian Language compiled under the guidance 
of Yu. D. Apresyan, which offers vast amounts of information on co-occurrences separately repre-
sented in dictionary entries. The material is well-structured and includes data on syntactic actants, 
collocations and constructions. Another resource developed for the Russian language is the RNC 
Sketches project aimed at creating patterns of word sequences based on the material from the Na-
tional Corpus of the Russian Language, which offers syntactic models for word sequences with ex-
amples but does not provide any quotations. Sketch Engine is another tool that provides information 
on syntactic co-occurrence on the basis of text corpora for different languages, including Russian 
(Kilgarriff et al. 2014; Khokhlova & Zakharov 2010).

Despite the fact that there are dictionaries of collocations, there exists, nevertheless, a need for re-
sources that would describe the data more consistently. Currently there is no single system for the 
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Russian language which would allow scholars to obtain not only the corpus data, but also vocabulary 
information. At the moment there is no single system for the Russian language that would allow 
researchers to obtain not only corpus data, but also “reference” information on the vocabulary and 
behavior of lexical units. There are a number of unique and valuable lexicographic projects that de-
scribe the collocability, although in different ways. The purpose of our project is thus to consolidate 
the information on the collocability, which is presented in different ways in different sources. There 
are reference web-sites (for example, slovari.ru or gramota.ru), which provide an opportunity to learn 
the meaning of a word and to look through dictionary entries, which also contain information about 
collocability. But at the same time, users may have difficulty in reading the articles, as the information 
on collocability can be represented both in the “phraseological” part, and also directly in the quota-
tions themselves. When it comes to collocations, a full dictionary entry with explanation is not always 
necessary, but rather examples of real data, appropriately designed and accompanied by values of the 
correctness or frequency of use in speech. Therefore, at the moment there is no such system, which 
would combine “reference” data from a lot of recognized sources, as well as real case examples. Such 
a system could be in demand both by ordinary users (for example, studying the Russian language) and 
by specialists. The given goal can be achieved right now, when large data sets are available (large text 
corpora), along with the software tools and computational power needed to process them.

3	 Russian Collocations Database
3.1	 Evaluation of Collocability

The task of creating corpora that comprise large amounts of data has a long history. Researchers 
have long been attracted by the opportunity to test their hypotheses on quantitatively new material, 
but only with the advent of new technologies has this been practical. Numerous works discuss dif-
ferent approaches to the automatic collection of material from the web (see, for example, Kilgarriff 
and Grefenstette (2003), Belikov et al. (2012), among others) and the creation of large text corpora. 
The threshold of 1 million tokens or even 100 million tokens has already been passed, and a num-
ber of papers discuss the merits of such large corpora (Belikov, Selegey,  & Sharoff 2012; Benko 
& Zakharov 2016).

Along with the existence of active and passive vocabulary, the concept of active and passive dic-
tionaries has also been introduced (Active Dictionary of the Russian Language 2014: 5-7). The first 
covers the needs of speaking and producing texts (ibidem). Thus, it gives a “deeper” idea of lexical 
units, describing not only their meanings, but also syntagmatic and paradigmatic properties. While 
the latter type of dictionary is aimed at covering as much material as possible, including low-frequen-
cy lexis. Large corpus of texts can be used to obtain data on collocability and its full representation 
within the paradigm of the active dictionary approach. The method used in the development of the 
Tolkovo-combinatorial dictionary (Melchuk & Zholkovsky 1984) showed the possibility of a struc-
tural approach to the description of collocability on the example of lexical functions.

When processing a large amount of data, it is difficult to use only a “manual” approach. Research-
ers thus work with automatic methods, which may include a quantitative approach, a rule-based ap-
proach, and a combination thereof. There are various statistical metrics for evaluating collocability. 
In other words, we are talking about the statistical non-randomness of word combinations, which 
can be evaluated quantitatively. Thus, some stability inherent to lexical units can be calculated, 
which allows them to be put on a scale: from free combinations to phraseological structures. Both 
statistical methods (including machine learning) and rules-based approaches can be used. In total, 
there are more than 80 measures to assess the strength of the relatedness of word combinations 
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(Pecina 2005). Not all of these were tested on language data, but the most frequently mentioned 
ones in the literature (MI, t-score, Dice, log-likelihood, chi-square) have proved successful when 
working on material from various different languages, including Russian. To evaluate the results of 
automatic collocation detection, both data from lexicographic sources are used (see, for example, 
Khokhlova (2008)) and the results of experiments with native speakers (Pivovarova et al. 2017). 
At the same time, there should be a lot of reference data to cover as many automatic results as pos-
sible, in order to evaluate them.

3.2	 Representation of Information on Collocability

To build the gold standard, at the present stage we selected four explanatory Russian dictionaries 
(Dictionary of Contemporary Literary Russian Language 1948-1965; Dictionary of the Russian Lan-
guage 1981–1984; Big Academic Dictionary of Russian 2004–2018; Kuznetsov 2014) and two spe-
cialized ones (Denisov & Morkovkin 1983; Borisova 1995). The given dictionaries differ in their rep-
resentation of collocations and their example coverage. Explanatory dictionaries implement various 
ways to represent the information on combinatorial restrictions. One can find set phrases not only in 
special sections of the entrie,s but also in the examples, sayings and quotations. The entry structure 
can also vary and depends on a dictionary. For example, the diamond symbol ◊ is used to designate 
set expressions and phraseological units in the Dictionary of the Russian Language 1981–1984, while 
these are indicated in the Big Academic Dictionary of Russian 2004–2018 with a tilde symbol. 

We have collected collocations from the phraseological section in Dictionary of the Russian Lan-
guage 1981–1984; the whole list comes about 13,000 examples (while the vocabulary list has more 
than 80,000 words). In the dictionary by Borisova (1995) collocations are structured according to 
their semantics and represented with a font. The analysis showed that both explanatory dictionaries 
(the Dictionary of Contemporary Literary Russian Language 1948-1965 and Big Academic Diction-
ary of Russian 2004–2018) overlap with each other in their representation of collocations.

One single format implies that part-of-speech tags will be assigned to all the extracted collocations, 
as well as information as to in which dictionaries they were described.

In order to obtain data on co-occurrences in the Russian language, we process the Araneum Russicum 
Maximum corpus (with about 15 billion words), which was created automatically and is based on 
web texts of different genres, and is one of the largest collections of Russian texts (Benko & Zakharov 
2016). We use a statistical approach for automatic extraction of word combinations from corpora 
that implied several association measures (t-score, MI, log-likelihood). We focused our attention 
on the bigrams within the span [-1; 1] from the node. Thus the following models were extracted: 
noun + verb, verb + noun, adjective + noun, noun + noun etc. 

We analyzed phraseological sections of the entries marked with special symbols and extracted data 
from them. Then we merged two lists, hence there are three categories of collocations: 1) the over-
lapping collocations that have both references to dictionaries and statistical values (see Table 1); 
2) collocations described in the dictionaries but not extracted from the corpus (as they can be longer 
than bigrams); 3) collocations that were not found in the dictionaries. In our study we focus on the 
first and second groups of word combinations.

Table  1 gives an example of collocations from the gold standard for the headword “nadezhda” 
(‘hope’) described in the dictionaries. The second column indicates the dictionaries that list a col-
location. One can see that only one collocation is present in the entries of all the dictionaries (“pitat 
nadezhdu” ‘to nourish hopes’), while other phrases were described in fewer lexicographic resourc-
es. As noted in Section 2, the coverage of specialized dictionaries can be even wider than that of 
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explanatory dictionaries. We introduced a simple metric called “dictionary index” that is given in the 
third column. It shows the number of dictionaries that include the collocation. It can vary within 0 and 
6 (0 means that the collocation was not listed in any dictionary but nevertheless was extracted from 
the corpus). Large values of the index imply that the collocation is reproduced in speech quite often, 
and thus should be learned by heart (if we speak about students of Russian). The last three columns 
show the values of the association measures (t-score, MI, LL).

Table 1: Representation of the results for the headword “nadezhda” (‘hope’).

Collocation Dictionaries1 Dictionary 
Index

Syntactic 
Structure

t-score MI LL 

“pitat’ nadezhdu” ‘to nourish 
hopes’

1, 2, 3, 4, 5, 6 6 V+N 43,445 7,466 15991,086

“podavat’ nadezhdy” ‘to give 
hopes’

1, 2, 3, 4, 6 5 V+N 73,600 7,208 44053,620

“podavat’ nadezhdu” ‘to give 
a hope’

1, 3, 5, 6 4 V+N 73,600 7,208 44053, 620

“pitat’ nadezhdy” ‘to nourish 
hopes’

1, 2, 3, 4 4 V+N 43,445 7,466 15991,089

“nadezhda na” ‘hope on’ 1, 3, 5 3 N+Prep 405,451 3,796 682980,452
“v nadezhde” ‘in hope’ 1, 2, 3 3 Prep+N 229,645 1,842 118188,997
“vozlagat’ nadezhdy” ‘to pin 
hopes’ 

2, 4, 6 3 V+N 67,042 10,257 55472,800

“vselyat’ nadezhdu” ‘to 
inspire a hope’

5, 6 2 V+N 75,031 11,344 78560,080

“poslednyaya nadezhda” 
‘last hope’

3, 5 2 Adj+N 109,620 4,753 60613,064

“vozlagat’ nadezhdu” ‘to pin 
a hope’

3, 5 2 V+N 67,042 10,257 55472,800

“vyrazhat’ nadezhdu” ‘to 
express a hope’

5, 6 2 V+N 77,419 7,599 51871,075

“s nadezhdoy” ‘with hope’ 1, 3 2 Prep+N 148,848 2,044 51765,512
“ostavlyat’ nadezhdu” ‘to 
give up a hope’

5, 6 2 V+N 64,155 5,806 25996,563

“leleyat’ nadezdhu” ‘to 
cherish a hope’

5, 6 2 V+N 36,618 9,744 15561,769

It can be seen that the dictionaries list not only collocations but also constructions and colligations. At 
the present stage of the study we deal with lemmatized word combinations. This is a restriction if it 
comes to Russian, as certain phrases are used in a certain morphological form (e.g. “tret’yego dnya” 
‘the day before yesterday’) and such preferences should be studied separately from other forms. As-
pectual verb forms we considered as one item (“podavat’” ‘to give’ vs “podat’” ‘to give’). The ex-
amples (see Table 1) suggest that the same headword can be used in both singular and plural forms in 
a collocation, but these phrases are not equally presented in the dictionaries (cf “vozlagat’ nadezhdy” 
‘to pin hopes’ and “vozlagat’ nadezhdu” ‘to pin a hope’). At the moment the collocations have the 
same statistical measures, but if we distinguish between word forms they will differ accordingly.

The above-mentioned second group of collocations has the following examples: “obmanyvat’ sebya 

1	 Here we use the followings symbols: 1 (Dictionary of Contemporary Literary Russian Language 1948-1965); 2 (Dictionary of 
the Russian Language 1981–1984); 3 (Big Academic Dictionary of Russian 2004–2018); 4 (Kuznetsov 2014); 5 (Denisov & 
Morkovkin 1983); 6 (Borisova 1995).
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nadezhdoy” ‘to disappoint oneself with a hope’, “teshit’ sebya nadezhdoy” ‘to please oneself with 
a hope’, etc. They do not have any statistical evaluation as the trigrams were not extracted from the 
corpus. But nevertheless the given collocations will be added to the gold standard.

The Russian Collocations Database is already partially available upon request on the web (http://
collocations.spbu.ru), and includes information about lexical collocations with statistical evaluations. 
For our research we have developed a special database to store pairs of collocated words and their 
correlation values according to various collocation metrics. The database is implemented by means 
of the MySQL engine and consists of three main tables:

•	 words table;
•	 collocations table;
•	 metrics table.

The gold standard will help to distinguish between different types of collocations, e.g. high-frequency 
and specialized phrases.

4	 Conclusion and Further Work

The paper describes work in progress. At the present stage the database includes automatically ex-
tracted collocations from a large web corpus. The collocations are marked according to their presence 
in the Russian dictionaries (gold standard).

Further work will be focused on extraction of collocations from quotations and other examples used 
in the entries, as they can contain significant data. Moreover, the analysis confirmed a need to find cor-
relation between the ranking of collocations from the gold standard and their statistical coefficients.

The results of this research project can be used in courses on lexicology, morphology, and syntax of 
the Russian language; they will be helpful for compiling dictionaries and grammar books, as well 
as for teaching Russian. The proposed resource will also be useful for studying Russian as a foreign 
language. The obtained results can be used for machine learning in programs connected with auto-
mated language processing, for instance, in systems for automatic clustering of word combinations 
and disambiguation.
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